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Main Research Topics Motivation

Information Explosion

http://www.biomedresearches.com/
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We are Always Overwhelmed by Flood of Information

http://southerngent.wordpress.com/

Ming-Feng Tsai (CS, NCCU) X-mind 04/11/2011 5 / 54



Main Research Topics Motivation

Information is Nothing without Retrieval

http://www.uni-weimar.de/
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Main Research Topics Motivation

Search Engine as A Tool

http://seo-related.com/
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Inside Search Engine
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Main Research Topics Motivation

Factors for Relevance Ranking

Relevance
Similarity
Proximity

Quality
PageRank
Spam
Freshness

The position of a query term is important
Query term density

5% � 20% for all keywords and 1% � 3% for individual keyword,
otherwise penalize

File size
� 40 KB is preferred, very large file is penalized

. . .
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Main Research Topics Motivation

Manually Tuning??

Example: BM25

score(D; Q) =
X

qi 2 Q

IDF(qi ) �
f (qi ; D) � (k1 + 1)

f (qi ; D) + k1 � (1 � b + b � jDj
avgdl )

;

where k1 and b are free parameters, usually chosen as k1 = 2:0 and
b = 0:75. IDF(qi ) is the IDF (inverse document frequency) of the
query term qi . It is usually computed as:

IDF(qi ) =
N � n(qi ) + 0:5

n(qi ) + 0:5
;

where N is the total number of documents in the collection, and n(qi )
is the number of documents containing qi .
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Main Research Topics Motivation

Machine Learning Can Help

Machine Learning is a useful technique
To extract information from data automatically
To combine multiple evidences effectively
To obtain optimal parameters efficiently
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Framework of Learning to Rank
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Main Research Topics Learning to Rank

Order is the Matter

Example
Annotations: A (5) - B (4) - C (3) - D (2)
{ A: 100, B: 0, C: � 10, D: � 100 }: OK
{ A: 0.41, B: 0.4, C: 0.3, D: 0.1}: OK

Ming-Feng Tsai (CS, NCCU) X-mind 04/11/2011 14 / 54



Main Research Topics Learning to Rank

RankBoost

Training data is a graph:
Training samples are edges.
Training weights are the weights of edges.

Hypothesis H returns a real value.
H(da) > H(db) means a � b.

Loss function is the number of wrong edges.
Number of pairwise disagreements:
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Main Research Topics Learning to Rank

RankNet

Probability ranking framework for modeling a ranking process
Use logistic function to model ranking probability

Pij =
exp(oij )

1 + exp(oij )

Example

If the ranks of di and dj are 5 and 3 respectively, then

Pij =
exp(5 � 3)

1 + exp(5 � 3)
= 0:880:

If the ranks of di and dj are 3 and 3 respectively, then

Pij =
exp(3 � 3)

1 + exp(3 � 3)
= 0:5:
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Main Research Topics Learning to Rank

RankNet (cont.)

Cross entropy cost:

Cij = C(oij ) = � P �
ij log Pij � (1 � P �

ij ) log(1 � Pij )

) Cij = � P �
ij oij + log(1 + exp(oij ))

Use back-propagation neural network for minimizing this criterion

Ming-Feng Tsai (CS, NCCU) X-mind 04/11/2011 17 / 54



Main Research Topics Learning to Rank

RankNet (cont.)

Disadvantages

Non-zero minimum loss for each document pair, except the pairs
with P � = 0 and P � = 1
Fast-growing loss for hard pairs
Unable to conduct the Query-level Loss Function1

1T. Qin, T.-Y. Liu, M.-F. Tsai et al., IP&M 2008
Ming-Feng Tsai (CS, NCCU) X-mind 04/11/2011 18 / 54
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Main Research Topics Learning to Rank

Fidelity Loss Function

Advantages

Ability of reaching the real minimal loss for each pair
Slow-growing loss for hard pairs
Adaptation of query-level loss

Simply divided by the number of pairs in a query, i.e.,
P

q

P
ij Fij

# pairs
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Main Research Topics Learning to Rank

Fidelity Rank Algorithm2

Algorithm 1 FRank
Input: Pairs over all training queries and weak ranker candidates hc(x),
1 � c � m, where m is the number of features
Initialization: Pair weight Dij , number of weak rankers k
for t = 1 to k do

Calculate weights 1W i ;j
t ; 2W i ;j

t ; 3W i ;j
t

for c = 1 to m do
Calculate � t ;c

Calculate fidelity loss over all queries
end for
ht (x)  ht ;c(x) with minimal fidelity loss
� t  corresponding � t ;c

end for
Output: H(x) =

P k
t= 1 � tht (x)

2M.-F. Tsai, T.-Y. Liu, H.-H. Chen et al., SIGIR 2007
Ming-Feng Tsai (CS, NCCU) X-mind 04/11/2011 20 / 54



Main Research Topics Learning to Rank

FRank vs. RankNet

FRank
,

Zero minimum loss
Slow-growing loss
Query-level loss
adaptation

/

Non-convex

RankNet
/

Non-zero minimum loss
Fast-growing loss
No query-level loss
adaptation

,

Convex

Experimental results show FRank can outperform RankNet in
many cases.

Ming-Feng Tsai (CS, NCCU) X-mind 04/11/2011 21 / 54
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Main Research Topics Learning to Merge

Merge Problem in Multilingual Information Retrieval
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Main Research Topics Learning to Merge

Learning to Merge3 4

Traditional merging methods for MLIR
Disadvantages of heuristics-based approaches

Influenced by the number of meaningful terms
Deteriorated by the proportion of relevant terms

Learning to Merge
Regard the merge problem as a kind of ranking problem
Extract features from three different aspects: query, document,
translation
Use the learning-based ranking algorithm, FRank, to construct a
merge model
Feature analysis via the merge model generated by FRank

3M.-F. Tsai, H.-H. Chen et al., SIGIR 2008
4M.-F. Tsai, H.-H. Chen et al., IP&M (In Press)
Ming-Feng Tsai (CS, NCCU) X-mind 04/11/2011 24 / 54
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Main Research Topics Learning to Merge

Feature Set

Query level
Pre-defined categories: Loc, Org, Personal Name, Event Name, . . .

Distribution
Qid E C J Query description Query terms

15 351 39 19 Find expert critical opinion
on the International Monetary
Fund’s (IMF) policy on Asian
countries.

International Monetary Fund
(Org), foreign exchange crisis
(EN), economic crisis (EN), Asia
(Loc), IMF (Org), influence (TV)

49 207 30 195 Find articles on the actions of
President Habibie concerning
the East Timor Issue.

Indonesia (Loc), Habibie Ad-
ministration (AN), East Timor
(Loc), Pro-Indonesia Forces
(AN), President Habibie (PN),
independence issue (AN), local
referendum (EN)

Number of query terms (#QT) and compound words (#CW)
Number of query terms in a specific category (e.g., #Loc and #Org)
Corresponding percentage of a specific category w.r.t. total query
terms (e.g., %Loc and %Org)

Ming-Feng Tsai (CS, NCCU) X-mind 04/11/2011 25 / 54
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Main Research Topics Learning to Merge

Feature Set

Translation level
Extract features that indicate the translation quality of a query
Bilingual dictionary size (DictSize), average translation equivalents
of a query (AvgTAD), number of translatable query terms and
compound words (#TQT and #TCW), number and percentage of
OOVs (#OOV and %OOV)

DictSize Size of bilingual dictionary QLanguage Query language
AvgTAD Avg. translation ambiguity degree DLanguage Document language
#TQT # of translatable query terms %TQT #TQT/#QT
#HAT # of highly ambiguous terms %HAT #HAT/#TQT
#TCW # of translatable compound words %TCW #TCW/#QT
#OOV # of OOV query terms %OOV #OOV/#QT
#OTCW # of OOV compound words %OTCW #NTCW/#QT
#OPPN # of OOV proper names %OPPN #OPPN/#PPN
#OLoc # of OOV location names %OLoc #OLoc/#Loc
#OOrg # of OOV organization names %OOrg #OOrg/#Org
#OPN # of OOV personal names %OPN #OPN/#PN
#OEN # of OOV event names %OEN #OEN/#EN
#OTT # of OOV technical terms %OTT #OTT/#TT
#ONET # of OOV named entities %ONET #ONET/#NET
#OAN # of OOV abstract nouns %OAN #OAN/#AN
#OCN # of OOV concrete nouns %OCN #OCN/#CN
#OTV # of OOV transitive verbs %OTV #OTV/#TV
#OIV # of OOV intransitive verbs %OIV #OIV/#IV

Ming-Feng Tsai (CS, NCCU) X-mind 04/11/2011 26 / 54
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Main Research Topics Learning to Merge

Construction of a Merge Model via FRank

FRank
A merge model can be represented as:

Mt (x) =
X

t

� tmt (x)

Upon completion of the merge model, we combine it with a retrieval
model (bm25):

(1 � � ) � Mt (x) + � � bm25;

where the number of weak learners t and the combination
coefficient � are two parameters of our approach.
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Main Research Topics Learning to Merge

Experimental Results

Results on two different types of testing datasets

MAP
Merging Strategy NTCIR3 NTCIR4

Raw-score (baseline) 0.174 0.278
Round-robin 0.174 0.180
Normalized-by-top1 0.172 0.154
Normalized-by-topk 0.175 0.173
2-step 0.210 (0.048) 0.246
Logistic regression 0.189 (0.348) 0.152
Our method (combined) 0.161 0.256
Our method (separate) 0.222 (7.7e-3) 0.364 (3.7e-5)

Ming-Feng Tsai (CS, NCCU) X-mind 04/11/2011 28 / 54



Main Research Topics Learning to Merge

Feature Analysis

Most effective features found in merge model

Total Average
Feature Weight Weight Level

%TQT 2.268 0.756 Translation
%AN 2.526 0.631 Query
#TCW 1.076 0.538 Translation
%TT 1.305 0.261 Query
%Loc 0.956 0.191 Query
TLength 0.769 0.128 Document
%PPN 0.332 0.110 Query
DLength -0.214 -0.023 Document
%EN -1.476 -0.184 Query
#HAT -1.215 -0.202 Translation
DLanguage -0.250 -0.250 Translation
%Org -1.791 -0.255 Query
#OOrg -0.847 -0.847 Translation
#OTV -1.325 -1.325 Translation
#ONET -2.209 -2.209 Translation

Ming-Feng Tsai (CS, NCCU) X-mind 04/11/2011 29 / 54
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Main Research Topics Summary

Summary

Learning to Rank
To efficiently minimize fidelity loss, we adopt the generalized
additive model to develop the Fidelity Rank (FRank) algorithm.
FRank is thus a novel combination of RankNet’s probabilistic
ranking framework and RankBoost’s generalized additive model.

Learning to Merge
Use the FRank ranking algorithm to construct a merge model for
merging monolingual result lists into a multilingual one
Present several features that may affect MLIR merging and analyze
these features via the learned merge model
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Related Applications Relevancy and Diversity

Ambiguous Queries

Take the standard query “jaguar” as an example
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Related Applications Relevancy and Diversity

Diversifying Ranking Results

Given a document dataset with the taxonomy information, we
attempt to obtain a ranking function which can cover as many
categories as possible while maintaining ranking quality.
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Related Applications Relevancy and Diversity

Two-step RankSVM5

First Step – SVC on DRSC pairs
Conduct training on the pairs of
documents with Different Ranks and
Same Category (DRSC) only
Because of the speciality of margin
maximization, the model will also
tend to separate the documents in
the same category as far as
possible.
) Indirectly introduces the concept
of diversity in the first step
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Continue to train the model obtained
in the first step on the pairs of
documents with Same Rank and
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However, in this step we hope these
SRDC pairs can be as close as
possible, so we conduct the � -SVR
for the next training.
) Directly introduce the concept of
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Related Applications Relevancy and Diversity

Experiments

Dataset: OHSUMED Collection
A subset of MEDLINE/PubMed articles
Human-assigned MeSH terms, which are the U.S. National Library
of Medicine’s controlled vocabularies.

There are 16 categories in the top level of MeSH tree structure.
Via MeSH terms, use majority-based method to determine the main
topic of each document

Combine the taxonomy information into the OHSUMED collection
in LETOR benchmark
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Experimental Results

Methods NDCG@15 CR@15 � -DCG@15 MAP

Ranking SVM 0.423 0.535 4.294 0.433
SVC only 0.446 (0.01) 0.543 (0.21) 4.614 (0.01) 0.450 (2e-4)
SVC+SVR 0.440 (0.05) 0.554 (0.04) 4.562 (0.04) 0.445 (0.01)
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Related Applications Learning to Rank for Machine Translation

System Combination and Reranking for SMT6

Exploit multiple Chinese Word Segmentation standards (e.g.,
Penn Chinese Treebank) and state-of-the-art system combination
method (i.e., Confusion Network) for machine translation
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Related Applications Learning to Rank for Machine Translation

System Combination and Reranking for SMT6

In addition, propose to use learning-to-rank techniques
(RankSVM) for reranking the N-best translations
Features include

2-, 4-, and 6-gram language model scores
lexical weighting
the summed probability of all paths
length ratios and N-gram posterior probability

Setting BLEU

DEFAULT segmentation, optimized Moses setting 40.68
CTB segmentation, optimized Moses setting 41.14
confusion network combination, multi-backbone 41.68
adapted ranking SVM reranker 43.68
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Related Applications Learning to Rank for Machine Translation

Morphological Analysis for Resource-Poor Machine Translation7

In statistical machine translation,

arg max
e

P(ejf ) = arg max
e

P(e)P(f je)

Resource-Poor languages lack large parallel corpora for model
estimation; the problem becomes severer for morphologically
complex languages such as Malay and Indonesian.
In this study, we used lemmatizer to reduce data sparseness, and
conducted a series of experiments to investigate the effect.

7M.-F. Tsai, P. Nakov, H.T. Ng, NUSTR22/10
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Yahoo! Learning to Rank Challenge

Over 1,000 teams participated
Data comes from the Yahoo! search engine
Held as ICML workshop 2010
http://learningtorankchallenge.yahoo.com/
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Related Applications Yahoo! Learning to Rank Challenge

An Ensemble Ranking Solution to the Yahoo! LTR Challenge8

With Prof H.-T. Lin, co-supervise 5 ntucsie undergraduates
Propose an ensemble ranking solution
Ranked 19th in Track 1, 14th in Track 2 (team name: cSiE)
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Related Applications Advanced Search

Object Search

Work with Prof Kevin Chang at UIUC
Traditional Method: Bottom-up to query level
Proposed Method: Top-down to data level
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Related Applications Advanced Search

Object Search

Query Asked
Data Indexed structured unstructured

structured DB approach IR-over-DB
unstructured DB-over-IR? IR Approach

Two Key Problems
Adaptable Query Translation : How to translate a high-level
structured query into a low-level feature-based search query?
Data-oriented Text Search : How to execute such “data-driven”
rich-feature search over unstructured text?

Demo
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